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Fig. 1. A screenshot of the proposed visual analytics system for event sequence data exploration. The system contains an overview (A)
which shows a set of sequential patterns that can best summarize the entire dataset based on the Minimum Description Length (MDL)
principle. It also supports level-of-detail exploration (A.0→ A.1). A tabular display (B) shows the detailed information of the sequences
linked with the summary view. Two panels (C and D) support data filtering. The event filter (C) shows the co-occurrence of events with
a focus event at the center and allows users to select a set of highly correlated events. The sequence filter (D) supports sequence
filtering based on their attribute values. The usage scenario in this figure is described in Section. 6.

Abstract— Event sequences analysis plays an important role in many application domains such as customer behavior analysis,
electronic health record analysis and vehicle fault diagnosis. Real-world event sequence data is often noisy and complex with high
event cardinality, making it a challenging task to construct concise yet comprehensive overviews for such data. In this paper, we
propose a novel visualization technique based on the minimum description length (MDL) principle to construct a coarse-level overview
of event sequence data while balancing the information loss in it. The method addresses a fundamental trade-off in visualization design:
reducing visual clutter vs. increasing the information content in a visualization. The method enables simultaneous sequence clustering
and pattern extraction and is highly tolerant to noises such as missing or additional events in the data. Based on this approach we
propose a visual analytics framework with multiple levels-of-detail to facilitate interactive data exploration. We demonstrate the usability
and effectiveness of our approach through case studies with two real-world datasets. One dataset showcases a new application
domain for event sequence visualization, i.e., fault development path analysis in vehicles for predictive maintenance. We also discuss
the strengths and limitations of the proposed method based on user feedback.
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1 INTRODUCTION

Event sequence data, i.e., multiple series of timestamped or ordered
events, is increasingly common in a wide range of domains. Website
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click streams, user interaction logs in software applications, electronic
health records (EHRs) in medical care and vehicle error logs in
automotive industry can all be modeled as event sequences. It is
crucial to reason about and derive insights from such data for effective
decision making in these domains. For example, by analyzing vehicle
error logs, typical fault development paths can be identified, which
can inform better strategies to prevent the faults from occurring or
alert drivers in advance, and therefore improve driver experience and
reduce warranty cost. Similarly, by analyzing users’ interaction log
with software applications, usability issues and user behavior patterns
can be identified to inform better designs of the interface.

With the growing importance of event sequence analysis, a
variety of visualization techniques have been proposed in the past
years [5, 8, 9, 15, 23, 29, 33, 36, 41, 43, 52, 54, 55, 57, 60]. Recent



solutions further integrate sequential pattern mining (SPM) or sequence
clustering techniques to facilitate sequential pattern identification from
large and complex real-world data [21, 24, 26, 32, 48, 53].

However, despite great progress, it still remains a challenging task
to create intuitive, simple, yet comprehensive overviews for real-world
event sequence data. Methods such as Sankey diagrams [54] can not ef-
fectively handle noisy data with high event cardinality. SPM algorithms
generate a long list of potentially redundant patterns and the analysts
have to rely on certain interestingness metrics to prune or rank them in
the visualization, which may result in partial coverage of the data and
leave out some insights [21, 26, 32]. Visualization techniques based on
sequence clustering can give an overview of the data [48, 53]. However
the algorithms can produce clusters that are difficult to interpret.

In this paper, we describe a novel event sequence visualization
technique using an information-theoretic approach. The goal is to
construct a coarse-level overview of the data with a good balance
between the simplicity of the visual representation and its information
content. The approach we propose is based on a two-part representation
of the data which consists of a set of sequential patterns and a set of
corrections. The original sequences are mapped to the patterns and
the corrections part specifies the edits (e.g., insertions and deletions
of events) needed to transform the patterns to the individual sequences.
The two-part representation can be regarded as a lossless compression
of the data: the original sequences can always be fully recovered with
the corresponding patterns and corrections.

Given a two-part representation, we visually summarize the original
data with the sequential patterns and in the meanwhile model the
information loss in the visualization with the corrections part. The
challenge is to identify a set of patterns for a concise visual summary
without introducing significant information loss. To tackle this
challenge, we introduce the minimum description length (MDL)
principle [13, 14]. The MDL principle is a general criterion for model
selection in inductive inference which trades off between 1) the
complexity of the model and 2) the description length of the original
data with the help of the model. It aligns inherently with what we are
trying to achieve with the overview, considering 1) the set of sequential
patterns is the model and 2) the corrections describe the original data
in combination with the set of patterns.

We develop efficient algorithms to identify a set of sequential pat-
terns for optimized visual summary of data based on the MDL principle.
The method supports simultaneous pattern extraction and sequence
clustering. Since the method only imposes ‘soft’ pattern matching
constraints [11], it is highly robust to handle noisy data with missing or
additional events. Furthermore, it is also a generic framework that can
incorporate various editing operations (e.g., swapping the positions of
adjacent events). We further design a visual analytics system to support
level-of-detail exploration of event sequence data with the identified
patterns. We apply the method to two real-world datasets. One dataset
showcases a new application domain for event sequence visualization,
i.e., fault development path analysis in vehicles for predictive
diagnostics. Another is a public dataset containing user interaction
logs with a visualization tool [10]. It has been released to provide a
common basis for evaluating event sequence visualization techniques.

To summarize, the main contribution of this work include:
• A generic two-part representation of event sequences consisting of

a set of sequential patterns and a set of corrections. In combination
with the MDL principle, the patterns can be used to construct
informative overviews of data.

• Efficient algorithms to identify an optimal set of patterns to sum-
marize the data based on the MDL principle.

• A visual analytics system that supports level-of-detail exploration
of event sequence data.

• Case studies with real-world datasets and expert interviews which
demonstrate the usability and effectiveness of the approach.

2 RELATED WORK

2.1 Event Sequence Visualization
There is a large variety of event sequence visualization techniques.
One straightforward approach is placing events or event episodes along

a horizontal time axis as in Lifelines [33], CloudLines [20] and TimeS-
lice [59]. The method can reveal detailed information of each event.
However, identifying temporal patterns in multiple sequences can be
difficult for the substantial cognitive load to scan them simultaneously.

To tackle this issue, many visualization and interaction techniques
have been proposed in the recent years. Lifelines2 [51] summarizes
the frequency of events in different temporal granularities to help
spot trends over time. EventFlow [29, 55], TrailExplorer [40, 41] and
CoreFlow [25] extract and visualize tree-like branching structures
from event sequence data. Lu et al. [27] extracts the sentiment trend
of events as time series and visualizes them with stacked area charts.
Outflow [54], CareFlow [31], DecisionFlow [12] and commercial
products such as Google Analytics [1] condense event sequences into
transition graphs where nodes represent events at different stages and
edges connect successive events in the sequences. The graphs are
usually visualized as Sankey diagrams to show the common transition
pathways. A more recent approach, MatrixWave [60], uses matrix
based visualization to display the graph, in order to avoid visual clutter
caused by dense edges in Sankey diagrams.

Interaction is an essential part for event sequence data analysis.
(S|qu)eries [58], COQUITO [19] and DecisionFlow [12] provide visual
query interfaces to help users select a subset of sequences for focused
analysis. Lifelines2 [50, 51] supports interactive alignment of data on
selected events that the users can easily spot precursor, co-occurring,
and aftereffect events. Wongsuphasawat and Shneiderman [56] and Du
et al. [7] propose techniques for users to select a sequence and identify
those similar to it based on certain distance metrics. Recently, Du et
al. [8] also compiles a series of strategies for analyzing large datasets.

The techniques provide powerful analytic support for temporal
pattern analysis. We also adopt existing interaction techniques in our
system such as interactive alignment on selected events. However,
with increased volume and complexity of the datasets, these techniques
will have limited capability. Sankey diagram will suffer from visual
clutter with an increasing number of transition paths. Visual query
interfaces for reducing data volume and complexity can not provide
full overview of the data and the analysts could miss important insights.
We present an information-theoretic approach for event sequences
summarization. The method reduces the visual clutter in the overview
and in the meanwhile minimize the information loss in it. This allows
analysts to identify salient patterns even within noisy and complex
datasets. We further propose a novel visual representation that not only
shows the sequential patterns, but also hints on the information missing
from the display to guide the users in detail-on-demand exploration.

2.2 Event Sequence Mining and Visualization
Recently, an increasing number of visualization systems apply data
mining techniques for event sequence data analysis.

SPM based methods applies frequency-based sequence mining
algorithms and uses the identified patterns to guide event sequence
data exploration. FP-Viz [44] is one of the early works that visualize
the mined results with Sunburst visualization. TimeStitch [35] use the
results of SPM models to help users discover, construct and compare
cohorts in medical care data. Both Frequence [32] and Peekquence [21]
directly visualize mined patterns to help users understand the data. Liu
et al. [26] proposes a three-stage analytics pipeline to explore the pat-
terns and sequences. The pipeline includes a pattern pruning algorithm
which can filter redundant patterns mined from SPM models. Besides
using automatic mining algorithms for patterns discovery, Vrotsou
et al. [47] proposes an interactive approach for sequential pattern
mining and visualization. SPM algorithms can generate large amount
of patterns and the analysts usually need to rely on certain thresholds or
interestingness metrics to make the result manageable and presentable.
This may result in missing insights since the trimmed patterns can only
give a partial view of the data. In comparison, our method gives an
overview of the data by aggregating event sequences and identify the
representative sequential pattern for each aggregated group.

Sequence clustering based techniques aggregates the data for an
overview. LogView [28] uses treemaps to visualize the hierarchical
clustering results while the sequential information is not directly



Fig. 2. An example two-part representation of multiple event sequences consists of 1) a set of patterns and 2) a set of corrections which can recover
the original sequences from the corresponding patterns by inserting (+) or deleting (-) events. In the visual summary, the height of the rectangles is
proportional to the number of sequences containing the corresponding event. Triangular glyphs encode the number of event insertions. Note that this
is a lossy representation of the original data: it is not possible to recover the original sequences without detailed information about each edit. The
size of the triangle glyphs and the height of the rectangles visually indicate the amount of information loss.

displayed. Cadez et al. [3] separates and visualizes sequences into
different clusters for comparison. Wang et al. [48] uses unsupervised
clustering on clickstream data and use packed circles to show the
cluster hierarchy. Wei et al. [53] uses a self-organizing map to cluster
and visualize clickstream data. However, the users still need to look at
the original unaggregated data to understand why they form groups and
verify the results. Our method supports simultaneous pattern extraction
and sequence clustering. Each event sequence cluster is characterized
with a representative sequential pattern which can greatly facilitate
interpretation of the grouping results.

The MDL principle has been applied to construct [17] and evalu-
ate [4] data models for event sequence analysis in data mining research.
Our method combines the MDL principle with event data visualization
by introducing a novel two-part representation and the corresponding
algorithms to identify an optimal visual abstraction of the data.

3 MDL FOR EVENT SEQUENCES

A high-level overview often plays a critical role in explorative data
analysis, as emphasized in the well-known visual information seeking
mantra “overview first, zoom and filter, details on demand” [42] and
manifested in the design of numerous visualization systems. For event
sequence data, an overview can serve as a starting point for descriptive
analysis [34] and help users identify interesting patterns or subsets of
data that are worth further exploration.

3.1 A Generic Method to Summarize Event Sequences
Our approach to visually summarize multiple event sequences is
based on a two-part representation of the original data. The two-part
representation consists of a set of sequential patterns and a set of
corrections. Each event sequence is mapped to a pattern and the
corrections specify the edits needed to transform the pattern to the
original sequence. The edits may include insertion or deletion of
events from the pattern. Fig. 2 gives an example. It shows six event
sequences {S1,S2, ...,S6} together with the corresponding patterns and
corrections. There are two sequential patterns P1 and P2. The original
sequences can be reconstructed from either P1 or P2 by removing (-) or
adding (+) events. For instance, S2 can be recovered from P1 by adding
event A while S3 can be recovered from P1 by adding event E. S4 can be
recovered from pattern P2 by removing event E and inserting event C.
S1 is exactly the same as pattern P1, therefore no correction is needed.

The intuition of this two-part representation is to exploit the
similarity of event sequences and identify a set of sequential patterns
that can give a concise visual summary of the data. In the example
in Fig. 2, P1 and P2 can roughly characterize the six sequences by
representing {S1,S2,S3} and {S4,S5,S6} respectively. This is common
in many application scenarios. For example, a series of interdependent
faults can happen in the same sequential manner in multiple vehicles.
Visitors of a commerce website may follow a similar sequence of
pages to complete their orders.

The corrections part, on the other hand, specifies the information
loss if the original data is visually represented by the sequential

patterns. To reduce information loss, more elaborated patterns can be
introduced. For example, in Fig. 2, the information loss can be reduced
by mapping S4 to a new pattern [A, B, C] instead of P2. However, such
changes can increase the visual complexity of the overview with more
patterns to be displayed. The extreme case is when each individual
sequence is treated as a pattern: there is no information loss, however
severe visual clutter could occur when plotting all the sequences in
a single visualization, making it much more challenging to identify
high-level patterns. Essentially, we need to consider a trade-off
between the readability of the visualization and the completeness of
the information communicated through it.

3.2 The MDL Principle
We introduce the MDL principle [13, 14] to identify a set of sequential
patterns for an overview of the data while balancing the information
loss in it. MDL is a well known information criterion for statistical
model selection. It has been adopted for constructing optimized layout
of hierarchical visualizations [45]. The MDL principle basically states
that the best model for a dataset results in minimized description length
of it. Like most authors, we apply the more ‘practical’ or crude version
of MDL instead of the ideal MDL. The ideal MDL tries to find the
shortest program in a general-purpose computer language that can print
the data. On the other hand, in the crude version, the description length
of a dataset is composed of two parts: (a) the encoding of the model
L(M) and (b) the encoding of the data with the help of the model
L(D|M). The best model M̂ should minimize the total description
length, which is L(M)+L(D|M).

For event sequences, we consider the sequential patterns as the
model. The original sequences are coded by specifying the edits to the
corresponding patterns. The total description length is the sum of the
pattern lengths and the corrections length. The best set of sequential
patterns that represents the original data should minimize the sum.

The MDL principle applied in this scenario is directly connected to
the goal we intend to achieve in the overview. Simplifying the overview
which shows the sequential patterns corresponds to minimizing L(M),
whereas L(D|M), the corrections length, is added to the objective
function to penalize the information loss in it.

3.3 Denotations and Formal Problem Definition
Now we start to introduce the denotations and formally define the
description length of the two-part representation. An event sequence
is an ordered list of events S = [e1,e2, ...,en] where ei ∈ Ω, an event
alphabet. Given a set of event sequences S = {S1,S2, ...,Sm}, the
goal is to identify a set of patterns P = {P|P = [e1,e2, ...,el ]} and a
mapping f : S→ P from the event sequences to the patterns that can
minimize the total description length:

L(P, f ) = ∑
P∈P

L(P)+ ∑
S∈S

L(S| f (S)) (1)

In this equation, L(P) is the description length of pattern P
and L(S| f (S)) is the description length of S given its pattern f (S).



Considering that 1) a pattern can be described by simply listing the
events in it1 and 2) an edit can be fully specified by the position and
the event involved and its description length can be roughly treated
as a constant, Eqn. 1 can be rewritten as:

L(P, f ) = ∑
P∈P

len(P)+α ∑
S∈S
‖edits(S, f (S))‖+λ‖P‖ (2)

where len(P) is the number of events in the pattern and edits(S, f (S))
is a set of edits that can transform f (S) to S. We further introduce the
parameter α in Eqn. 2 to control the importance of minimizing infor-
mation loss over reducing visual clutter in the overview, following the
practice used by Veras and Collins [46]. The third term with the parame-
ter λ is added to directly control the total number of patterns. Increasing
λ will reduce the number of patterns in the optimized result. Therefore
the scalability of the overview can be improved by setting λ properly.

The mapping f clusters the event sequences: sequences mapped
to the same pattern can be considered as in the same cluster. We denote
a cluster as a tuple c = (P,G) where G = {S|S ∈ S∧ f (S) = P} is the
set of sequences mapped to pattern P. We denote the set of tuples
for all the clusters as C = {(P1,G1),(P2,G2), ...,(Pk,Gk)}, where
{G1,G2, ...,Gk} forms a partition of S. Therefore finding f̂ and P̂ that
minimize L(P, f ) is equivalent to finding Ĉ that minimize L(C):

L(C) = ∑
(P,G)∈C

len(P)+α ∑
(P,G)∈C

∑
S∈G
‖edits(S,P)‖+λ‖C‖ (3)

To summarize, our goal is to identify a partition/grouping of the
sequences and a representative pattern for each group that can minimize
the total description length. Conceptually it seems to be similar to
sequence clustering algorithms. However the other methods do not
follow an information-theoretic approach. Furthermore, the patterns
can give an interpretable coarse-level summary of the original data,
which is not possible with the existing sequence clustering techniques.

4 COMPUTING MDL REPRESENTATION

We introduce the algorithm to identify a grouping of the sequences and
a representative pattern for each group that minimize L(C) in Eqn. 3.

4.1 Basic Algorithm
We now present our first algorithm called MinDL. Since the optimiza-
tion problem itself entails a rather large search space, we adopt a
heuristic approach using a bottom up strategy. Initially, each sequence
starts in its own cluster and is treated as a sequential pattern by itself.
Starting from that, we iteratively merge pairs of clusters and compute
the representative sequential patterns for the new clusters. The merges
are determined in a greedy manner: the algorithm always choose
to combine the pair that leads to the maximum description length
reduction in each iteration. The algorithm stops when it can no longer
find a pair to further reduce L.

MinDL is described formally in Algorithm 1. The algorithm is
subdivided into two phases - Initialization and Iterative merging. In
the Initialization phase, C is set to contain all the sequences in S as
individual clusters. The algorithm then computes the description length
reduction ∆L for all the pairs in C and uses a standard priority queue
Q to store the pairs with a positive ∆L. With that the algorithm can
efficiently retrieve the pair with the maximum ∆L in constant time. The
subroutine Merge in line 4 returns not only ∆L by merging ci and c j,
but also c∗ = (P∗,Gi∪G j) where P∗ is the optimal sequential pattern
for the merged group which minimizes the description length for the
sequences in Gi ∪G j. c∗ is stored together with ∆L and (ci,c j) in Q
to avoid recomputation.

1In this work, minimizing the description length is not an end goal, but a
means to extract meaningful sequential patterns for a succinct visual display.
Therefore we do not use compression schemes such as Huffman coding [38] to
shorten the code lengths for the events and we consider the events are described
with a constant length code. Same for encoding the edits.

Input: sequences S= {S1,S2, ...,Sn}
Output: pattern and cluster tuples

C= {(P1,G1),(P2,G2), ...,(Pk,Gk)}
/* Initialization phase */

1 C= {(P,G)|P = S,G = {S} for all S ∈ S};
2 PriorityQueue Q = /0;
3 for all pairs ci,c j ∈ C and i 6= j do
4 ∆L,c∗ = Merge(ci,c j);
5 if ∆L > 0 then
6 insert (∆L,c∗,ci,c j) into Q;
7 end
8 end
/* Iterative merging phase */

9 while Q 6= /0 do
10 retrieve (∆L,c∗,ci,c j) from Q with the largest ∆L;
11 cnew = c∗;
12 remove ci,c j from C, add cnew to C;
13 remove all pairs containing ci or c j from Q;
14 for c ∈ C− cnew do
15 ∆L,c∗ = Merge(c,cnew);
16 if ∆L > 0 then
17 insert (∆L,c∗,c,cnew) into Q;
18 end
19 end
20 end
21 return C

Algorithm 1: MinDL

In the Iterative merging phase, the algorithm picks the pair (ci,c j)
with the maximum ∆L from Q. It updates C by removing ci, c j and
inserting c∗. Q is updated by adding new pairs of clusters containing
c∗ with a positive ∆L. This process is repeated until Q is empty. The
remaining tuples in C specify a grouping of the sequences along with
the representative patterns which give an optimized description length
of the original data.

The core subroutine in MinDL is Merge, which appears in line 4
and line 15. It is described in Algorithm. 2. Merge calculates the
cost reduction ∆L when combining a pair of clusters ci = (Pi,Gi) and
c j = (Pj,G j). It also returns the sequential pattern P∗ after merging.
The algorithm initializes P∗ as the Longest Common Subsequence
(LCS) of Pi and Pj and iteratively add the remaining events in Pi and
Pj to it, starting from those that appear most frequently in Gi and G j.
The iteration stops when ∆L no longer increases or is less than 0. The
intuition behind this procedure is that the pattern P∗ should be a mixture
of Pi and Pj. Starting from the LCS of Pi and Pj can greatly reduce
the efforts needed to build the sequential pattern P∗ from scratch.

The function edits in line 7 calculates the minimum number of edits
that can transform a pattern P to a sequence S. Different types of edits
can be supported in the algorithm, given that the minimum number
of edits are computed accordingly. For example, if we allow missing
or additional events in the pattern, the minimum number of edits can
be obtained by computing the LCS distance between P and S. Adding
event substitution into the available types of edits, we get Levenstein
distance. The algorithm can support even more editing types such
as swapping the positions of adjacent events. In this paper we mostly
consider event insertion and deletion as the available editing operations.
In Section 4.3 we use an example to illustrate how swapping adjacent
events can be supported in the same framework.

4.2 Speedup with Locality Sensitive Hashing (LSH)

An analysis on the time complexity of MinDL shows that it can be
quite time consuming even for a moderate amount of data. Given n
event sequences, the MinDL algorithm runs the subroutine Merge for
O(n2) times to calculate ∆L for all pairs of clusters. The subroutine
Merge itself has a time complexity of O(kmd2), where m is the number
of sequences in the combined cluster, k is the number of iterations
in the pattern buildup phase (line 5-13 in Algorithm. 2) and d is the



Fig. 3. Algorithm performance comparison on two real-world datasets, vehicle fault sequences (VFS) and Agavue [10]. We sample the Agavue
dataset to create test data with different number of sequences. We run algorithms on a PC with 2.5GHz Intel dual-core i5 CPU with 4GB RAM. The
algorithms are implemented in Python except that HAC in scikit-learn and weighted LSH in datasketch use external C libraries.

Input: ci = (Pi,Gi),c j = (Pj,G j)
Output: ∆L and c∗ = (P∗,Gi∪G j) by merging ci and c j
/* Initialization phase */

1 init pattern P∗ = P = LCS(Pi,Pj);
2 candidate events Ec = Pi−P∪Pj−P;
3 sort Ec by frequency in desc order;
4 ∆L =−1;
/* Pattern buildup phase */

5 for e in Ec do
6 P = Add(P,e);
7 ∆L′ = len(Pi)+ len(Pj)− len(P)+α ∑S∈Gi

edits(S,Pi)+
α ∑S∈G j

edits(S,Pj)−α ∑S∈Gi∪G j
edits(S,P)+λ ;

8 if ∆L′ < 0 or ∆L′ < ∆L then
9 break;

10 else
11 ∆L = ∆L′, P∗ = P;
12 end
13 end
14 return ∆L,c∗ = (P∗,Gi∪G j)

Algorithm 2: Merge

average length of the sequences. We assume the minimum number
of edits can be computed efficiently through dynamic programming,
hence the time complexity of computing edits is O(d2).

To tackle this challenge, we propose a fast randomized approxima-
tion algorithm utilizing Locality Sensitive Hashing (LSH) [22]. The
intuition of this approach is that pairs of sequences/patterns which
share very few common events or no common event at all (regardless
of the order) can be skipped when searching for candidate pairs to
merge. If we can design a method that can quickly filter out such pairs,
the times of calling function Merge, the most time consuming routine,
can be significantly reduced.

Based on this observation, we integrate weighted LSH [16] into
the MinDL algorithm. Weighted LSH takes a predefined threshold
th within the range (0.0,1.0) as a parameter. If two multisets have a
weighted Jaccard similarity larger than th, they will have the same hash
value with a sufficiently high probability. We use weighted LSH to
quickly identify pairs of sequences/patterns with similar sets of events
regardless of their exact order. This allows us to prioritize the clusters
when searching for candidates to merge.

When applying LSH, a higher threshold th can filter out more
candidates and make the algorithm faster. However, the risk of missing
potential candidates also becomes higher. We follow the strategy pro-
posed by Koga et al. [18] and run MinDL for multiple iterations while
gradually decreasing th. In the first few runs, we use higher th so each
time fewer pairs need to be checked in MinDL. To ensure no possible
merge is missed due to the usage of LSH, we gradually decrease the
threshold in the later runs such that more candidate pairs could be
considered. Since the number of clusters decreases quickly during the
first few runs, this method still can significantly reduce the running time.
In this work, the threshold setting is guided by the experimental result.

The MinDL+LSH algorithm is described in detail in the Appendix.

Fig. 4. Change of the description length (L(C)) over time as MinDL and
MinDL+LSH progress, tested on the Agavue dataset. L(C) is normalized
with its initial value when each sequence is treated as an individual
pattern.

Fig. 5. An example sequence cluster where events may have different
orders when compared to the pattern. By adding transposition operation
in possible edits, the algorithm allows small perturbations in event order.

We conduct experiments to evaluate the effectiveness of the
speedup strategy on two datasets, vehicle fault sequences (VFS)
and Agavue [10]. Detailed information of the two datasets are
described in Section. 6. Some basic statistics about the datasets and
the experimental results are displayed in Fig. 3. It can be observed
that we can reduce 95% to 99% running time of MinDL with the
help of LSH. We also test the running time of a standard clustering
algorithm Hierarchical Agglomerative Clustering (HAC) and a SPM
algorithm [49]. For fair comparison, we use editing distance as the
metric in the HAC algorithm, and use the minimum cluster size in our
MinDL algorithm as the support threshold in the SPM algorithm. From
the result, we can observe that MinDL+LSH is much faster than both
HAC and SPM, especially when number of sequences becomes larger.

Fig. 4 compares MinDL and MinDL+LSH. It shows how the total
description length L decreases over time as the two algorithms progress.
Besides the dramatic difference in the decreasing speed, we also
observe that the resulted description length is similar for the two



algorithms. This means that the two algorithms can achieve similar
optimization results. To further validate this conclusion, we also
compare the clustering results before and after embedding LSH with
the Adjusted Rand Index (ARI). ARI is a common metric to compare
clustering results. It ranges from -1 to 1 where 0 means random clus-
tering and 1 means identical results. An ARI larger than 0.5 means that
the results are very similar [39]. Fig. 3 shows that all the results have
an ARI larger than 0.5. Therefore, we can safely conclude that adding
LSH does not have significant negative effect on the clustering results.

4.3 Soft Pattern Matching
In the algorithm, the individual sequences may deviate from the
patterns with missing or additional events, given that they do not
add too much to the corrections part. Therefore the method is quite
robust to noises, common in real-world data. The algorithm is also
generic and can support more editing operations such as swapping the
positions of adjacent events, thus allowing small perturbations in event
order. Fig. 5 shows an example when we include insertion, deletion
and transposition between two successive events as the possible edits.
In the algorithm, the minimum number of edits can be determined
by following the method to calculate the Damerau-Levenshtein
distance [2]. Fig. 5 shows that the events in the patterns appear in the
individual sequences in different order.

5 THE VISUAL ANALYTICS SYSTEM

5.1 Analysis Tasks
In a recent paper, Plaisant and Shneiderman [34] summarize a set of
high-level analytic tasks for event sequence data. To identify the most
common tasks across various application domains in order to design
a generic tool for event sequence analysis, we survey design studies
for different kinds of data (e.g., website click streams and EHR data)
and gather requirements from experts in vehicle data analytics, the new
application domain we introduce in this paper. Table. 1 (Appendix)
summarizes the result of the survey and the expert interview. We con-
clude the four high level tasks T1, T2, T5, T7 to be the most common
ones and centered our design around these tasks. The four tasks are:

T1. Review in detail a few records.
T2. Compile descriptive information about the dataset or a subgroup
of records and events (esp. through aggregated views).
T5. Identify a set of records of interest.
T7. Study antecedents or sequelae of an event of interest.

We design the system to support the aforementioned tasks while
following the general guideline of showing multiple levels of
detail [42]. Starting from an overview of the sequential patterns (T2),
the analyst can identify a subset for further investigation (T1). The
analyst can also filter records by their attribute values or filter events by
their co-occurrences (T1, T2, T5). The system also supports interactive
alignment on a selected event to study its causes and effects (T7).

5.2 Event Filter
The event filter (Fig. 1 (C)) shows the events’ co-occurrences in the
sequences and allows users to select a few highly interdependent ones
for further study. Similar to the design by Chuang et al. [6], we show
explicitly the co-occurrence of all the events with a focus event in the
visualization. The co-occurrence is measured by Jaccard Index and is
encoded as the radial distances to the focus event at the center of the
display. The analyst can change the focus interactively and the distances
will change accordingly. The sizes of the circles represent how frequent
the events occur overall. The events are arranged around the circle based
on their category. The radial angles separate different categories of
events as in [6]. The categorical labels are displayed along the sectors.

The color of the cirle encode the type of the event. Using color to
encode event type is a common practice in event sequence visualization
[26, 29]. It is also proved as relatively effective in a recent study [37].
The color encoding is shared across multiple views for consistency.

In the visualization, events that frequently co-occur with the focus
event are close to the center. The analyst can use a lasso tool to select
a set of highly relevant events and focus on the sequential patterns
containing those events.

An alternative way to visualize the events’ interdependency is
Multidimensional Scaling(MDS), which can project the events to a 2D
plane based on their co-occurrences. We use the radial design to show
undistorted distances to a focus event. By observing the radial distance
to the center, users can easily estimate the frequency of co-occurrence
between any event and the focus event. Compared with the MDS
layout, it can display more accurate and interpretable information to
the analysts. Besides that, the radial layout is also suitable when the
analyst wants to focus on a particular type of event.

5.3 Summary View

In the summary view (Fig. 1 (A)), we vertically list all the sequential
patterns identified by the algorithm. Each pattern represents a cluster
of sequences. For each pattern, we layout the events from left to right
and display them as rectangles. The color of the rectangles encodes
the type of the event.

Besides displaying the sequentially ordered events in the patterns,
the summary view also shows the number of edits in the corrections
part. Fig. 2 illustrates the visual encoding in the summary view. Trian-
gular glyphs are placed between adjacent events or at the beginning/end
of the pattern. Their sizes are proportional to the number of insertions
at the corresponding position, accumulated over all the sequences in
the cluster. The height of the rectangles is proportional to the number
of sequences containing the corresponding event in the pattern. It
implicitly shows the deletions as the ‘missing’ parts compared to the
others. The event insertions and deletions are obtained by backtracking
the dynamic programming algorithm which computes the minimum
editing distances between the individual sequences and the patterns.

The design itself is simple in the sense that at most
O(∑(P,G)∈C len(P)) visual elements appears in it (counting the
rectangles and triangles). It is a lossy representation of the original data
since detailed information of each edit is missing and it is not possible
to recover all the original sequences with this visual representation.
The sizes of the triangles and the heights of the rectangles visually
indicate the amount of information loss. This design also helps viewers
identify clusters with high/low intra-cluster similarity, which can guide
them to a more detailed exploration of the data. For example, Fig. 1
(A.0 → A.1) shows how the user can expand a triangle and get a
summary view of the subsequences in it. One potential drawback of
this design is that missing events are not explicitly encoded. In certain
application scenarios (e.g. EHR data analysis), missing events may
also need to be highlighted with additional visual cues.

5.4 Sequence View

The sequence view (Fig. 1 (B)) organizes the detailed information of
each record in a tabular form. The attribute values and the original
event sequences are displayed. The events are placed along a horizontal
axis. Each event is represented by a glyph. The events matched in
the patterns are displayed in larger sizes. Event sequences in the same
cluster are placed together.

5.5 User Interaction

User interactions are designed to support the exploration of event
sequence data. We summarize the interactions into three categories.

Basic interactions. Filtering, tooltip and linked-highlighting are
the three basic interactions supported in our system. The system
support two types of filtering. First, as mentioned in Section 5.2, users
can filter events with the lasso selection tool in the event filter (Fig. 1
(C)). The analysts can also filter the sequences through the attribute
values as shown in Fig. 1 (D). Note that the event filter will always
be updated accordingly to reflect the co-occurrences of events in the
filtered sequences in Fig. 1 (D). The filtering function is especially
helpful when the analysts have prior knowledge about what kind of
sequences or events worth further analysis. A tooltip is designed to
show the detailed description of each event when analysts hover over
any event in the system. Furthermore, linked-highlighting is supported
to help users associate the information displayed in the detailed view
(Fig. 1 (B)) with the summary view (Fig. 1 (A)). When users click and



highlight patterns in the summary view, individual sequences in the
detailed view will be ordered and highlighted accordingly.

Detail on demand. As mentioned in Section 5.3, inserted events
are aggregated and visualized as triangular glyphs in the summary
view. However, users may still want to examine the details, especially
when the size of the glyphs indicate that there are many inserted events.
In the prototype, the users can double click the glyphs to expand them
for detailed analysis. To be more specific, since the inserted events
are also a set of subsequences, we apply the same summarization
approach in Section 4 to these subsequences and show a set of patterns
and corrections in the expanded view. Fig. 1 (A.0→ A.1) shows an
example of such expansion.

Temporal relation exploration. To support efficient temporal
relation exploration, we allow users to align sequences at a selected
event. By default, the sequences in summary view and the detail view
are aligned at the first event. Users can select one event in the summary
view and both views will be aligned to the selected event through
animated transition. Fig. 1 (A, B) shows an example where the events
are aligned at the event ‘gh’. In this way, users can easily identify
subsequences occur before and after a given event. Besides, the
horizontal scale in the detailed view can be changed to show accurate
temporal information instead of only sequential orders. By changing
the scale, the users can analyze the temporal distribution of events.
Users can also combine alignment and changing the horizontal scale
in the system. In this way, they can easily observe the how other events
distribute with respect to a selected event. Fig. 6 shows an example.

The system also has other interactive features such as reordering
the patterns in the summary view. The analyst can sort the sequential
patterns by 1) the number of sequences in the corresponding cluster
and 2) the similarity between the patterns measured through the editing
distance. To reorder by similarity, we first perform a hierarchical
clustering of the patterns and then sort them by the leaf order.

Fig. 6. Switching X axis to timestamps. (a) by default absolute time is
displayed (b) aligning at an event changes the X axis to relative time
(c) zooming in on the timeline shows that most events in the pattern
occurred within a 20 minutes time range.

6 EXAMPLE USAGE SCENARIOS

We present example usage scenarios with real-world datasets from two
application domains to showcase the utility of our approach.

6.1 Vehicle Fault Analysis for Predictive Diagnostics

Fig. 7. Visual summary of all sequence data. A cluster (A) with a similar
pattern compared to the dominant one in Fig. 1. It contains vehicles sold
in country C. Some other clusters (B) contain vehicles sold in country A.

Our first usage scenario involves an expert in the automotive industry.
The expert is interested in vehicle data analytics, especially analyzing
the development paths of faults in vehicles. We conduct the case study
together with the expert. Today’s vehicles are complex machines with
interconnected modules and the faults have a significant history of de-
velopment over the vehicles’ lifetime. Understanding that history help
with predictive diagnostics, i.e., prevent the fault from occurring or mit-
igate its effects in advance. Eventually this could improve the driving
experience and lower the warranty cost for the car manufacturers.

The fault events in vehicles are automatically recorded along
with the timestamp information. We obtain a sample dataset (VFS)
from the expert. The dataset contains the fault sequences of 261
vehicles together with information such as their vehicle identification
numbers(VINs), build dates and the countries they were sold to. The
data is collected in one year. In total we count 154 different types
of faults. The average length of the event sequence is 9.74. The
maximum length is 145. Each fault also has an associated timestamp.
The VIN number, the description of the events and the country names
are anonymized for privacy concerns.

Data filtering. The analyst started the analysis by filtering
sequences. Since the analyst was particularly interested in the vehicles
sold to Country C, she got a subset of the data by selecting Country
C in the sequence filter (Fig. 1 (D)). The event filter shows that most of
the frequently occuring faults are close to the focus event at the center
(Fig. 1 (C)). With the lasso tool, the analyst selected these events for
further study. The summary view was updated to show the patterns



within the filtered data. It could be observed that there is a dominant
cluster with a pattern of 9 events, as highlighted in Fig. 1 (A).

Temporal relation exploration. To further investigate the temporal
distributions of the events in the pattern, the analyst switched the X axis
in the sequences view to accurate timestamps (Fig. 6 (a)). By default
the visualization shows the absolute time, i.e., the exact date and time
of the events. To further study how the cause and effect relationship
took place over time, the analyst aligned all the sequences at event
gh in the pattern (Fig. 6 (b)). This changed the X axis to relative time
with respect to ‘gh’. A reference axis is shown with the movement
of the mouse to indicate the time gap between the reference bar and
the aligned event. After zooming in the X axis Fig. 6 (c), it could be
observed that the events all happened within a short time range (around
20 minutes), indicating a causal relationship that took effect pretty fast.

Detail-on-demand. The summary view shows that quite a
few events happened after the pattern ends (Fig. 1 (A.0)). The
analyst therefore double clicked on the triangle to look into the next
level-of-detail. Fig. 1 (A.1) shows that the corrections part actually
contained a large proportion of subsequences with error fm. It could
be hypothesized that fm is also closely related to the events included
in the sequential pattern, although it may not have happened yet for
some of the vehicles in the cluster.

Insight validation. Now the analyst was curious about whether
vehicles sold to other countries also exhibit the same sequential fault
pattern. She cleared the filtering conditions and included all the
vehicles in the analysis. The summary view (Fig. 7) shows the updated
results and order the patterns by their similarity. The analyst observed
that there is a cluster with the same sequential pattern when compared
to the major cluster in Fig. 1. Hovering over the cluster also highlights
the corresponding entries in the table, where the analyst observed that
all the vehicles within the cluster were sold in country C. Meanwhile,
the analyst also found that there is another group of clusters which
contains vehicles mostly sold in country A. This observation leaded to
further hypothesis about the potential root causes of these faults, such
as the climate characteristics in different geographic areas or faulty
parts used in producing the particular batches of cars.

6.2 Application Log Analysis for UI Design Optimization
Our second usage scenario is application log analysis. Desktop or web
applications can collect large amount of usage log data recording user
interactions and many other events in the system. Log data analysis
has the potential to provide important insights about users’ behavioral
patterns and help optimize the user interface design.

We use a public dataset named Agavue [10]. The dataset logs the
user interactions and function calls in a data visualization application in
Excel. The sample dataset contains 2211 unique user sessions and 35
distinct event types. An additional preprocessing step is used to merge
adjacent events of the same type. After preprocessing, the average
sequence length is 11.04 and the maximum sequence length is 146.

Overview. The analyst started with an overview of the data (Fig. 8)
and aligned the patterns at the appInit event. Not surprisingly, most
patterns (e.g., Fig. 8 (A, B)) contain a typical sequence of operations
including initializing the app (appInit, create), resizing the window,
binding data (bindFromPrompt, readBoundData). The analyst can
click on the patterns to review the sequences in each group (Fig. 8 (C,
D)). Pattern B represents a group of sequences with better consistency,
indicated by the smaller sizes of the triangles. Pattern A represents
a group of sequences that are consistent in the first few events however
have more significant deviations afterwards. This observation can be
easily verified by looking at the detailed views (Fig. 8 (C, D)).

Cause and effect relation analysis. Since error messages popping
up in an app can interrupt the users’ analytic workflow and have a neg-
ative effect on user experience, it is important to understand the context
in which the error messages occur and based on that, redesign the appli-
cation to reduce the error messages if possible. To this end the analyst
aligned the patterns at the error event (Fig. 9) to study its antecedents.
She observed that most errors occur after users trying to bind data to the
visualization (bindFromPrompt). One possible explanation is that the
users may not be familiar with the data format requirements associated

with the visualizations. This observation indicates that better interface
for data binding can be designed to further improve user experience.

7 EXPERT INTERVIEW

We demonstrated how the prototype could be applied to analyze the
vehicle fault sequence data to three groups of analysts from the auto-
motive industry. The analysts all dealt with similar data in their daily
work and they were very familiar with the usage scenario. One group
of analysts was interviewed remotely and interacted with the system
through our web server. The other two interviews were conducted
face to face. For each interview, we first introduced the visual designs
and the interactions in the system, and then asked analysts to explore
the system on their own for about half an hour. After that, we had
discussion sessions with the domain experts focusing on three different
aspects of the system, e.g., system usability, required additional
features and other potential uses (besides vehicle fault analysis) of the
system. The analysts commented positively on the system and were
intrigued by the idea of fuzzy pattern matching and sequence clustering.
Most of the experts think that one of the most powerful features
in the system is the interactive alignment of the sequence clusters.
Furthermore, one analyst commented that “the system shows clearly the
seriousness of some faults as it might later lead to other faults [based
on the summary view and the detailed view]”, “the correlation among
the faults are very clear to see [in the radial graph]” and “with more
data it would be a powerful tool to spot patterns of fault occurrences”.
Seeing the great potential value of the system, the analysts have already
arranged follow-up discussions with us about offering the visual
analytics solution as part of their vehicle data analytics software.

Besides that, the analysts also requested additional features in
the system. For example, now the system only supports aligning on
a single event and they recommended to generalize this feature to
support aligning at two or even more events to identify what happened
between those anchor points.

One analyst mentioned that vehicles from many car manufacturers
record error logs in the same manner. Therefore, the system could bene-
fit different car brands. The analyst pointed out that although the current
system was demonstrated with a small sample dataset, the features in
the system could become more powerful with large scale data.

During the demonstration we also mentioned that the algorithm and
the system were generic and could be used to analyze other datasets
such as website click streams/application logs as well. One analyst
immediately recalled that they also collect click stream data for vehicle
diagnostics software used in repair shops and suggested that “the system
can help optimize the interface, [and] shorten the time [for the repairers]
to find information”. After that he/she asked for further follow-up to
fully assess the feasibility of this approach and showed great interest
to also continue pursuing this particular usage scenario. This demon-
strated that the principle underlying the system can be easily grasped
and it has the versatility to be adapted to different application scenarios.

8 LIMITATIONS AND FUTURE WORK

Scalability. The current visual design of the summary view can display
20∼30 patterns without too much visual clutter. In the experiment,
we tested a dataset containing up to about 2200 individual sequences
and the result shows that dozens of patterns can effectively summarize
the data. However some datasets may inherently contain more distinct
patterns and the proposed approach could suffer from scalability issues.
Further experiments need to be conducted to assess the applicability of
the framework to large datasets. Besides that, one way to improve the
scalability of the system is to extend the current framework to support
hierarchical visual summary of event sequences. For example, starting
from a high-level overview, users can select one cluster and split it into
several low-level clusters. To support this extension, the algorithms
need to maintain a hierarchical structure of the data, and the system
features also need to be adjusted to support smooth user interaction.

Multiple patterns. The current framework only supports matching
individual event sequences to a specific sequential pattern. In real-
world applications, an event sequence may contain several patterns,
especially when it is very long. We plan to tackle this issue from two



Fig. 8. The system screenshot for analyzing the Agavue dataset. Most patterns (e.g., A and B) show typical sequence of operations including
initializing the app (appInit, create), resizing the window, binding data (bindFromPrompt, readBoundData, treeStats). Pattern B represents a more
homogeneous group of sequences (the triangles are quite small). Pattern A represents a group of sequences that is more similar in the first few
events however has more significant deviations later.

Fig. 9. When aligned at the error event, the summary view shows the
most frequent antecedents (binding data) and sequelae (close error
message window).

directions. One direction is to extend the two-part representation and
support matching individual sequences to multiple sequential patterns.
Another direction is to design algorithms or support user interactions
to segment long sequences into meaningful shorter ones and use the
subsequences as input to the MDL framework.

Event importance. Although we treat all the events equally in the
paper, it is common in real-world usage scenarios that some events
are more critical compared to the others. For example, some faults in
the vehicles may indicate failures in engine start and would require
immediate repair services whereas others might not have major effect
on vehicle operation. In such cases aggregating the critical events into
the triangle may not be a good option. We will continue to explore the

potential approaches to signify such differences in event importance.
Pattern query. In many usage scenarios, users are interested in

certain sequences based on domain knowledge. To improve the usability
of our system and keep users in the loop, the system should support
pattern query and present the queried patterns in the summary view.

General MDL based visual summary. The method proposed in
the paper addresses a fundamental trade-off in visualization design:
reducing visual clutter vs. increasing the information content in the
visualization. We believe our approach successfully showcases how
this trade-off can be directly quantified and optimized to construct
an informative and concise overview of the data. We envision that
similar approaches can also be designed for other types of data, e.g.,
graphs/networks and time series data. For example, Navlakha et. al.
[30] has applied MDL for graph summarization. However, they did not
address the tradeoff between the visual clutter and information content.
For visualization community, there is still a lot of room for exploration.

9 CONCLUSION

In this paper, we present a novel visual analytics approach to visualize
event sequence data. First, we propose an information-theoretic
method based on the minimum description length principle to construct
an overview of data. This method can extract sequential patterns and
cluster event sequences simultaneously. We further demonstrate that
it supports soft pattern matching and it is a generic approach that can
incorporate different editing operations. We then propose a comprehen-
sive visual analytics system with multiple levels-of-detail to facilitate
interactive data exploration. We also conduct case studies with two
real-world dataset and collect feedback from end users to demonstrate
the effectiveness of the proposed approach. We also introduce a new
application domain for event sequence visualization, which is fault
development path analysis for predictive diagnostics in vehicles.
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